1 Introduction

The Message-Passing Interface or MPI is a library of functions and macros
that can be used in C, FORTRAN, and C++ programs. As its name implies,
MPI is intended for use in programs that exploit the existence of multiple
processors by message-passing.

MPI was developed in 1993-1994 by a group of researchers from industry,
government, and academia. As such, it is one of the first standards for
programming parallel processors, and it is the first that is based on message-
passing.

This User’s Guide is a brief tutorial introduction to some of the more
important features of MPI for C programmers. It is intended for use by
programmers who have some experience using C but little experience with
message-passing. It is based on parts of the book [6], which is to be published
by Morgan Kaufmann. For comprehensive guides to MPI see [4], [5] and [2].
For an extended, elementary introduction, see [6].
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